
Online Appendix for “Who Cares More? Alloca-

tion with Diverse Preference Intensities”

Preliminary Results

Lemma A1 Agents of type P are strictly more risk averse than agents of type I for lotteries whose

support includes �.

Proof of Lemma A1. Denote kj(x) = u′′j (x)/u′j(x) for any j ∈ {P , I} and x ∈ (0,∞). Recall that

u′j(x) < 0, and u′′j (·), u′j(·) are continuous functions, thus kj(·) is well-defined. Consider an ordinary

differential equation (ODE) v′(x) = kj(x) · v(x) with initial condition v(x0) = u′j(x0); it has a unique

solution for x ∈ (0,∞) given by v(x) = u′j(x) = u′j(x0) · exp[
∫ x
x0
kj(z)dz]. Similarly, an ODE w′(x) =

v(x) with boundary condition w(x0) = uj(x0) has a unique solution equal to uj(x), providing the

representation

uj(x) = u′j(x0) ·
∫ x

x0

exp
[∫ y

x0

kj(z)dz
]
dy +uj(x0). (5)

Since limx→∞uj(x) = 0 for j ∈ {P , I}, u′j(x) < 0, and kP (x) > kI (x) for all x ∈ (0,∞), then

uP (x)
−u′P (x)

=
∫ ∞
x

exp
[∫ y

x
kP (z)dz

]
dy >

∫ ∞
x

exp
[∫ y

x
kI (z)dz

]
dy =

uI (x)
−u′I (x)

, (6)

for any x ∈ (0,∞). Consider lottery qλ = λδx1
+(1−λ)δ� for arbitrary x1 ∈ (0,∞). Let λj(x1,x2) ∈ (0,1)

be such that an agent of type j is indifferent between qλj (x1,x2) and the degenerate lottery δx2
. Then,

λj =
uj(x2)

uj(x1)
= 1−

∫ x2
x1

exp
[∫ y
x1
kj(z)dz

]
dy∫∞

x1
exp

[∫ y
x1
kj(z)dz

]
dy

= 1− 1
1 + aj(x1,x2)

,

where

aj(x1,x2) =
(∫ x2

x1

exp
[
−
∫ x2

y
kj(z)dz

]
dy

)−1

·
∫ ∞
x2

exp
[∫ y

x2

kj(z)dz
]
dy.

Since kP (z) ≥ kI (z), then∫ x2

x1

exp
[
−
∫ x2

y
kP (z)dz

]
dy <

∫ x2

x1

exp
[
−
∫ x2

y
kI (z)dz

]
dy,

and ∫ ∞
x2

exp
[∫ y

x2

kP (z)dz
]
dy >

∫ ∞
x2

exp
[∫ y

x2

kI (z)dz
]
dy.
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Therefore, aP (x1, a2) > aI (x1,x2), and λP (x1,x2) > λI (x1,x2) for all 0 < x1 < x2 < ∞. Similarly,

consider λj(0,x2) =
uj (x2)
uj (0) . Since uj(x) is continuous at x = 0, then λP (x,0.5x2) > λI (x,0.5x2) for x −→

+0 implies λP (0,0.5x2) ≥ λI (0,0.5x2). Thus, λP (0,x2) = λP (0,0.5x2) · λP (0.5x2,x2) > λI (0,0.5x2) ·

λI (0.5x2,x2) = λP (0,x2).

Consider now an arbitrary lottery q with support on [0,X] ∪ {�} such that q(�) > 0. Let x1

be a certainty equivalent of q | [0,X] for agent of type I . Then, VI (q) = (1 − q(�)) · VI (q | [0,X]) =

(1− q(�)) ·uI (x1). Since a P -agent is more risk averse than an I-agent for lotteries with support on

[0,X], we have VP (q) = (1−q(�)) ·VP (q | [0,X]) ≤ (1−q(�)) ·uP (x1). Let x2 be the certainty equivalent

of (1 − q(�)) · δx1
+ q(�) · δ� for agent I ; clearly, such a finite x2 exists, since uI is strictly decreas-

ing, and limx→∞uI (x) = uI (�) = 0. Then, 1 − q(�) = λI (x1,x2) = uI (x2)
uI (x1) <

uP (x2)
uP (x1) . We conclude that

VP (δx2
) = uP (x2) > (1− q(�))uP (x1) ≥ VP (q), while VI (δx2

) = VI (q). Thus, the certainty equivalent of

an arbitrary non-degenerate lottery q for an I-agent is strictly lower utility-wise, than the certainty

equivalent of q for a P -agent. We conclude that P -agent is strictly more risk averse, than I-agent. �

Lemma A2 γ(x1) =
uP (x1)−uP (x2(x1))
uI (x1)−uI (x2(x1))

is strictly increasing.

Proof of Lemma A2. Denoting by γ ′ the derivative of γ , we have

sign(γ ′) = sign
((
u′P (x1)−u′P (x2) · x′2

)(
uI (x1)−uI (x2)

)
−
(
u′I (x1)−u′I (x2) · x′2

)(
uP (x1)−uP (x2)

))
=

= sign
(
u′P (x1) ·

(
1− x′2 · exp

[∫ x2

x1

kP (z)dz
])
· (−u′I (x1)) ·

∫ x2

x1

exp
[∫ y

x1

kI (z)dz
]
dy −

− u′I (x1) ·
(
1− x′2 · exp

[∫ x2

x1

kI (z)dz
])
· (−u′P (x1)) ·

∫ x2

x1

exp
[∫ y

x1

kP (z)dz
]
dy

)
=

= sign
(∫ x2

x1

(
exp

[∫ y

x1

kP (z)dz
]
− exp

[∫ y

x1

kI (z)dz
])
dy + x′2 · exp

[∫ x2

x1

kP (z)dz
]
·

·exp
[∫ x2

x1

kI (z)dz
]
·
(∫ x2

x1

exp
[
−
∫ x2

y
kI (z)dz

]
dy −

∫ x2

x1

exp
[
−
∫ x2

y
kP (z)dz

]
dy

))
> 0

where we used u′I (x1),u′P (x1) < 0, x′2 = f (x1)/f (x2) > 0, and kP (x) > kI (x) for all x ∈ (0,X). �

Lemma A3 A fair competitive equilibrium exists.
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Proof of Lemma A3. Consider a class of allocations, parameterized by y = (y2, ..., yN ) ∈ Y ≡

[0,1]N−1 as follows:

qk(y) = f
∣∣∣∣ [xk(y),xk−1(y)

]
∪

[
xk−1(y),xk(y)

]
for k = 2, ...,N , q1(y) = f

∣∣∣∣ [x1(y),x1(y)
]
,

where

xk(y) = F−1
( N∑
i=k+1

ykµk

)
, xk(y) = F−1

( k−1∑
i=1

µi +
N∑
i=k

ykµk

)
.

Thus, each qk(y) for k = 2, ...,N consists of two blocks: one associated with higher-quality goods[
xk(y),xk−1(y)

]
, one associated with lower-quality goods

[
xk−1(y),xk(y)

]
. The value of yk encodes

the probability k-agents get a good in the first, higher-quality block.

Define the functions αk ,bk : Y −→ R and vk : [0,X] × Y −→ R for k = 1,2, ...,N recursively as

follows. First, set αN ≡ 1, bN ≡ 0, vN (x,y) ≡ uN (x) for x ∈ [0,X]. For any k < N , if αN , ...,αk+1,

bN , ...,bk+1, vk+1 have been defined, set

αk(y) =
vk+1(xk , y)− vk+1(xk , y)

uk(xk)−uk(xk)
, bk(y) = vk+1(xk , y)−αk(y)uk(xk) , and

vk(x,y) = max{ αN (y)uN (x) + bN (y) , ... , αk(y)uk(x) + bk(y) },

where the dependence of xk and xk on y is implicit.

Let p(x,y) ≡ v1(x,y) and Further define ωk : Y −→R for k = 1, ...,N as follows:

ωk(y) =
∫ X

0
p(x,y)qk(y)(x)dx.

That is, ωk(y) captures the k-agents’ expenditure given the price schedule p(x,y). Define I : Y −→

R by

I(y) =

 N∑
i=1

µi


−1

·
X∫
0

p(x,y)f (x)dx.

The value of I(y) captures the effective per-person income in the economy. Finally, defineφ : Y −→

Y by

φ(y)k = yk +
2
π
·
[
(1− yk) ·1{I ≥ωk}+ yk ·1{I ≤ωk}

]
· arctan(I −wk) , k = 2, ...,N .

The function φ offers one way to continuously map an unbounded domain to a compact interval.

It is straightforward to see that xk ,xk , αk , bk , vk , p, wk , I , and φ are continuous functions of y.

By Brouwer’s Fixed Point Theorem, since Y is a compact convex set, φ has a fixed point y∗ ∈ Y . We
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now show that (q(y∗),p(y∗)) is a fair competitive equilibrium. In what follows, for simplicity, we

suppress the dependence on y whenever this dependence is clear.

Claim G1. For all y ∈ Y , for all k = N,N − 1, ...,1, αk > 0, vk(·, y) is a strictly decreasing function,

vk(x,y) > 0 for all x ∈ [0,X], and bk ≤ 0.

Proof. We prove the statement by induction on k = N,N − 1, ...,1. By definition, αN = 1, bN = 0,

and vN (x) = u(x). Thus, the statement holds for k = N . Assume the statement holds for N,..., k +

1, and consider αk , vk(x), and bk . Since uk(·) and vk+1(·) are strictly decreasing, then αk > 0.

Since αN , ...,αk > 0, it follows that vk(·) is the maximum of a finite number of strictly decreasing

functions and, hence, strictly decreasing. Furthermore, vk(x) ≥ αNuN (x) + bN = uN (x) > 0. Finally,

consider

bk = vk+1(xk)−αkuk(xk) = − vk+1(xk)uk(xk)
uk(xk)−uk(xk)

·
(
1− vk+1(xk)

vk+1(xk)
· uk(xk)
uk(xk)

)
Thus, to prove that bk ≤ 0, it suffices to show that

vk+1(xk)
vk+1(xk)

≤ uk(x
k)

uk(xk)
. By the definition of vk+1,

there is j > k such that vk+1(xk) = αjuj(xk) + bj . Since αj > 0, vj(x) > 0, and bj ≤ 0 by the induction

assumption, and uj(xk) < uj(xk), we have

vk+1(xk)
vk+1(xk)

=
αjuj(xk) + bj
vk+1(xk)

≤
αjuj(xk) + bj
αjuj(xk) + bj

≤
uj(xk)

uj(xk)
.

It suffices to show that
uj(xk)

uj(xk)
≤ uk(x

k)
uk(xk)

for j > k. From eq. (6) in the proof of Lemma A1 above,

applied to I = j and P = k, we get

ψj(x) ≡ ln(uj(x))′ < ln(uk(x))′ = ψk(x)

for all x. This implies that

uj(xk)

uj(xk)
= exp

∫ xk

xk

ψj(x)dx

 < exp

∫ xk

xk

ψk(x)dx

 =
uk(xk)
uk(xk)

,

proving the claim. �

Claim G1 implies that p(x,y) > 0. Clearly, p(·, y) is a measurable function, and so p(y∗) = p(·, y∗)

is a valid price schedule. The market-clearing condition holds for (q(y∗),p(y∗)) by construction.

We now show that ωk = I > 0 for all k. Denote by J+ = {k ∈ {1,2, ...,N } | ωk > I}, and J− = {k ∈

{1,2, ...,N } | ωk < I}. Consider an arbitrary k > 1. Since y∗ is a fixed point of φ, then ωk > I implies
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y∗k = 0, and ωk < I implies y∗k = 1. Assume, towards a contradiction, that k ∈ J+. Then, y∗k = 0 and,

since the price schedule is strictly decreasing, j < k implies j ∈ J+. Since I is a weighted average of

ωk , then I+ , ∅ implies I− , ∅. Thus, there is a type i > k > 1 such that i ∈ I−. Then, qi = f | [xi ,xi−1]

and qk = f | [xk−1,xk]. It follows that ωi > ωk > I > ωi , in contradiction. Similarly, assume towards

a contradiction, that k ∈ J−, then y∗k = 1 and, since price schedule is strictly decreasing, j < k

implies j ∈ J−. Thus, there is type i > k > 1 such that i ∈ J+ and we get ωk > ωi > I > ωk , in

contradiction. We conclude that ωk = I for all k = 2, ...,N . Therefore, ω1 = I as well. Finally, I > 0

since p(x,y∗) > 0.

It remains to show that qk solves the consumer’s problem for each type k, given price p and

endowment ωk = I . The argument above shows that y∗k ∈ (0,1) for all k = 2, ...,N . Indeed, if y∗k = 0,

then I =ωk < ω1 = I ; If y∗k = 1, then I =ωk > ω1 = I . Denote by x0 = x0 = (x1 + x1)/2.

Claim G2. For all k, if x ∈ [xk ,xk−1]∪ [xk−1,xk] then αkuk(x) + bk = p(x).

Proof. The proof mimics the proof of Claim B3 in the proof of Proposition 4 and Corollary 4 in

the main text, where Case 1 applies for all k, and p(x) = v1(x). �

Assume that Vk(q′) > Vk(qk) for some feasible measure q′, then by Claim G1 and Claim G2:29

∫ X

0
p(x)q′(x)dx ≥

∫ X

0
(αkuk(x) + bk)q

′(x)dx = αkVk(q
′) + bk · q′

(
[0,X]

)
≥ αkVk(q

′) + bk >

> αkVk(q) + bk =
∫ X

0
(αkuk(x) + bk)qk(x)dx =

∫ X

0
p(x)qk(x)dx =ωk

Thus, q′ violates the budget constraint for type-k agents. We conclude that qk is an optimal allo-

cation for those agents. �

Restrictions on Allocations

In this section, we first consider a relaxation of our setting, whereby the mechanism designer

can reduce goods’ quality. We show such an option would never be utilized in the second-best

solution. We then turn to settings in which all agents need to be served with certainty. The

29We abuse notation denoting by
∫
h(x)q′(x)dx the integral of the function h with respect to measure q′ , although q′

may not have a density function.
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second-best solution inherits the qualitative features of the solution identified in the main text.

The proofs of results presented in this section are relegated to the end of our discussion.

Damaged Goods

In many settings, the mechanism designer can lower the quality of available goods: appointments

can be delayed, vacant units of public-housing can be assigned at future times. In fact, whenever

considering similar goods that differ in their delivery times, the possibility of damage is closely

linked to storage opportunities.

Allowing for artificial reduction of quality relaxes the feasibility constraint. For any allocation

(qp,qI ), denote by QP ,QI the cumulative distributions on [0,X]∪ {�}. The possibility of damage

then changes the feasibility constraint to

µPQP (x) +µIQI (x) ≤ F(x) ∀x ∈ [0,X].

We refer to the corresponding social planner and mechanism designer’s problems as the relaxed

problems. Their respective solutions are then the relaxed first-best and relaxed second-best.

For the social planner, damaging goods cannot be beneficial. As it turns out, it is not useful

for the mechanism designer either. Indeed, it is never useful to provide P -agents damaged goods

for the same reasoning underlying the lack of gaps in their service (see Lemma 3). Similarly, it is

never useful to provide I-agents damaged goods following arguments akin to those justifying the

possibility of disposal (see Lemma 4). Thus, we have the following:

Proposition 7. The relaxed first-best and second-best solutions coincide with the first-best and second-

best solutions, respectively.

Restricting Disposal

Our analysis assumes that the mechanism designer has the option to leave some agents without

any good even when there is sufficient supply. In some applications, however, denial of service

may not be acceptable: for example, leaving families without public housing while some apart-

ments sit empty.

Suppose the mechanism designer faces the additional constraint that all agents be served with

a good of quality in [0,X]. That is, qI ([0,X]) = qP ([0,X]) = 1. We call the corresponding problem

the restricted mechanism designer problem, its solution the restricted second-best.
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As before, in the restricted second-best, no type can receive an allocation that dominates that

of other types. Arguments similar to those above also imply that the restricted second-best cannot

exhibit an inverted spread. However, with no disposal available, Lemma 4 may not hold, and I-

agents may see a gap in the support of their allocation; instead of receiving no good at all, they

now receive goods of the lowest quality.

Proposition 8. There exists a unique solution of the restricted mechanism designer’s problem, given by

qP = f
∣∣∣ [x1,x2]

qI = f
∣∣∣ [0,x1]∪ [x2,x3]∪ [x4,X],

where 0 < x1 < x2 ≤ x3 ≤ x4 ≤ X, F(x2)− F(x1) = µP , and F(x1) + (F(x3)−F(x2)) + (F(X)−F(x4)) = µI .

Furthermore, whenever the restricted second-best solution exhibits a gap, x3 < x4 < X, the second-best

solution exhibits disposal.

The restricted second-best allocation has a “modified” IPI structure. All P -agents are still

served in a contiguous block in between I-agents, but I agents may experience a gap in the quality

of goods they receive.

Welfare What does the no-disposal restriction imply on welfare? In the unrestricted problem,

disposal was used only when ICP I binds: in all other cases, the solution is identical and so is the

resulting welfare.

When the second-best solution admits disposal, Corollary 3 implies that I-agents strictly pre-

fer the second-best to the pooling allocation, while P -agents strictly prefer the pooling to the

second-best. Consider the polar case in which the mechanism designer cannot offer goods of

quality lower than X. P -agents must remain indifferent between their allocation and I-agents’ al-

location, and therefore any mixture of the two; without disposal, however, the pooling allocation

is a mixture of the two allocations, which implies that P agents must be indifferent between their

allocation and the pooling allocation. It follows that P -agents are made strictly better off by the

ban on disposal. Since overall welfare must be reduced by the ban on disposal, I-agents are made

strictly worse off. As it turns out, this intuition carries over even when the mechanism designer

can offer goods of quality bounded by X > X.
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Corollary 6. Suppose the second-best solution admits disposal. Then, I-agents strictly prefer the second-

best solution to the restricted second-best solution, while P -agents strictly prefer the restricted second-

best solution to the second-best solution.

Thus, policies designed to protect I-agents by ensuring they all receive goods may, in fact,

decrease their welfare. At the same time, such policies guarantee that no agent remains without a

good, thus reducing welfare heterogeneity within I-agents.

Proofs Pertaining to Restrictions on Allocations

Proof of Proposition 7. We say that an allocation q exhibits storage if it satisfies the relaxed

feasibility condition µPQP (x) +µIQI (x) ≤ F(x), but violates the feasibility condition of the original

problem. That is, if (f −µP qP −µIqI )(A) < 0 for some A ⊆ [0,X]. To prove the proposition, it suffices

to show that the relaxed first-best and second-best solutions never exhibit storage.

By construction, storage implies that some goods are lowered in quality before being served,

implying that higher-quality, feasible goods are unused. Therefore, if an allocation exhibits stor-

age, it exhibits disposal. Since both the relaxed and the original first-best solutions never exhibit

disposal, they never exhibit storage either.

Consider a relaxed second-best allocation q. The allocation q does not exhibit an inverted

spread, following the same argument used in the original problem. Indeed, Lemma 2∗ and its

proof do not rely on q(·) being non-atomic, and can thus be replicated. Furthermore, if ICjk is

not binding, q does not exhibit disposal for k-type agents. Otherwise, we could increase the mass

of k-type agents served by a sufficiently small amount so that ICjk is preserved, generating an

incentive-compatible allocation producing higher welfare.

If neither IC constraint binds, the relaxed second-best coincides with the relaxed first-best

that, as we have already established, does not exhibit storage.

If both IC constraints bind, both agents are indifferent between allocations qP ,qI and
µP qP +µIqI
µP +µI

.

If q exhibits storage, it must exhibit disposal, implying that the pooling allocation qpoolI = qpoolP =

f | [0,X] must be strictly preferred by both agents over
µP qP +µIqI
µP +µI

and, hence, strictly preferred

to qP and qI . Since the pooling allocation is also incentive compatible, q cannot be the relaxed

second-best solution, a contradiction.

If ICP I binds and ICIP does not, we have seen that q does not exhibit disposal for P -agents.
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Since q also does not exhibit inverted spread, then qP = f | [x1,x2] for some 0 < x1 < x2 < X and

qI (x) = µ−1
I · f (x) for all x ∈ [0,x1]; Otherwise, there would be disposal for P -types. Thus, any

storage must take place for goods of quality below x2. Assume now, towards a contradiction, that

q exhibits storage. Then, we must have (f − µP qP − µIqI )(A) > 0 and (f − µIqI )(B) < 0 for some

[0,x2] / A / B / {�}. By continuity, there exists γ ∈ (0,1) and a positive-measure set C ⊂ B such that

P -agents are indifferent between qI |C and γ(f −µP qP −µIqI ) | A+(1−γ)δ�. But then, I-agents must

strictly prefer the latter. We can thus replace the allocation of qI in C with this lottery, strictly

improving welfare but maintaining incentive compatibility. This implies that q is not a relaxed

second-best, in contradiction.

Finally, consider the case in which ICIP binds and ICP I does not. Let x1 = inf {supp(qP )∩[0,X]}

and x2 = sup {supp(qP ) ∩ [0,X]} (both of which are well defined since qP , δ�). Since ICP I

does not bind, as we have argued above, I-agents’ allocation does not exhibit disposal. Define

x′ = sup {supp(qI )}. Since there is no disposal for I-agents, we must have qI ([0,x′]) = 1 and

f (x) = µP qP (x) + µIqI (x) for x ∈ [0,x′]. If x′ ∈ (x1,x2], then q exhibits an inverted spread, which

cannot occur in a relaxed second-best. If x′ ≤ x1, then qI dominates qP , which also cannot occur

in a relaxed second-best. Therefore, we must have x′ ≥ x2, implying that P -agents’ allocation does

not exhibit disposal. This means that q does not exhibit disposal, and thus does not exhibit stor-

age. �

Proof of Proposition 8.

The proof of the existence of the restricted second-best solution mimics the proof of the exis-

tence of the second-best solution (Proposition 0) with the only difference that we restrict attention

to the closed subset of distributions such that qi
(
[0,X]

)
= 1.

If the second-best solution does not exhibit disposal, then the restricted second-best solution

coincides with the second-best solution and the statement holds. The second-best solution never

exhibits a gap. Thus, if the restricted second-best solution exhibits a gap, the restricted and unre-

stricted solutions differ and the second-best solution must exhibit disposal.

Suppose the second-best solution exhibits disposal. We show that the restricted second-best

solution q = (qP ,qI ) has the asserted structure. It is straightforward to see that Lemmas 2 and 3,

as well as Corollary 2 from the main text continue to hold for the restricted second-best solution
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as well. In addition, Claim A1 used in the proof of Lemma 4 in the Appendix of the main text

continues to hold for the restricted second-best solution. It follows that qP = f | [x1,x2], and for

any x ∈ [0,x1), qI (x) = µ−1
I f (x).

Claim H1. There are no sets A,B,C ⊆ [0,X] such that A /B /C, qI (B) > 0,
(
f − µP qP − µIqI

)
(A) > 0,

and
(
f −µP qP −µIqI

)
(C) > 0.

Proof. Assume, towards a contradiction, that such sets A,B,and C exist. Let γ ∈ (0,1) be such that

P -agents are indifferent between lotteries γ · (f − µP qP − µIqI ) | A + (1 − γ) · (f − µP qP − µIqI ) | C

and qI | B. I-agents then strictly prefer the first of these two lotteries. For small enough ε > 0, the

following allocation is feasible:

q′I = qI + ε ·
[
γ · (f −µP qP −µIqI ) | A+ (1−γ) · (f −µP qP −µIqI ) | C − qI | B

]
, q′P = qP

Moreover, VP (q′P ) = VP (qP ) ≥ VP (qI ) = VP (q′I ), and VI (q′I ) > VI (qI ) ≥ VI (qP ) = VI (q′P ). Thus, q is not a

restricted second-best solution, in contradiction. �

Denote x3 = inf
(
supp(f − µP qP − µIqI )∩ [x2,X]

)
and x4 = sup

(
supp(f − µP qP − µIqI )∩ [x2,X]

)
.

By Claim H1, qI ([x3,x4]) = 0. It follows that qI = f | [0,x1]∪ [x2,x3]∪ [x4,X].

Finally, suppose q′ is another restricted second-best solution. Then q′P = f | [x′1,x
′
2], and

q′I = f | [0,x′1] ∪ [x′2,x
′
3] ∪ [x′4,X] for some x′i , i = 1,2,3,4. Since the optimized function and the

constraints are convex, then q′′ = 0.5q + 0.5q′ is also a restricted second-best solution. It should

be that q′′P = f | [x′′1 ,x
′′
2 ], and q′′I = f | [0,x′′1 ]∪ [x′′2 ,x

′′
3 ]∪ [x′′4 ,X] for some x′′i , i = 1,2,3,4, which is

possible only if xi = x′i = x′′i for i = 1,2,3,4. Hence, q′′ = q′ = q, proving the uniqueness of the

restricted second-best solution. �

Proof of Corollary 6.

Define the augmented supply function f̂ on [0,∞) by f̂ (x) = f (x) for x ∈ [0,X] and f̂ (x) = f (X)

for x > X. Consider a family of supply functions fX̂ with X̂ ∈ [X,∞) defined by fX̂ = f̂ (x) for

x ∈ [0, X̂] and fX̂(x) = 0 for x > X̂. By Proposition 3, the second-best allocation is identical for

all supply functions fX̂ . However, the restricted second-best allocation may depend on X̂. By

Proposition 8, qP = f | [x1,x2] for the restricted second-best allocation. We first show that x1 is

an increasing function of X̂, which implies that VP (qP ) is a decreasing function of X̂. We then
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consider a limit X̂ −→ ∞ to compare the constrained second-best allocation to the second-best

allocation.

The first-best allocation for any supply fX̂ does not depend on the value of X̂. We denote it by

qFB.

If ICP I is not violated for qFB, then either the second-best allocation coincides with qFB, or

ICIP is not binding for the second-best allocation. In both cases, the second-best allocation does

not exhibit disposal, and Corollary 6 holds vacuously.

Suppose ICIP is violated for qFB, in which case ICP I does not bind for qFB. It follows that ICIP

should bind for both the second-best allocation and the restricted second-best allocation for every

X̂; if not, there is a mixture of the second-best (restricted second-best) allocation and the first-best

allocation that is incentive compatible and provides a strict welfare improvement.

Let qP (X̂) = fX̂ | [x1(X̂),x2(X̂)], qI (X̂) = fX̂ | [0,x1(X̂)]∪ [x2(X̂),x3(X̂)]∪ [x4(X̂), X̂] be the unique

solution of the restricted second-best problem with parameter X̂. Then xi(X̂), i = 1, ..,4 are defined

uniquely unless X̂ = X = X. Consider X̂ ∈ [X,X ′] for some X ′ > X. By Berge’s Theorem, the

second-best allocation is a continuous function of X̂. Choosing arbitrary X ′, we conclude that

the second-best allocation is a continuous function of X̂ for any finite X̂. This implies that xi , for

i = 1, ...,4, is also a continuous function of X̂ for X̂ ∈ (X,∞).

The constrained optimization problem for X̂ ∈ [X,∞) with omitted ICIP constraint and bind-

ing ICP I constraint is then:

max

(1−α)

∫ x1

0
+
∫ x3

x2

+
∫ X̂

x4

uI (x)dF(x) + α

∫ x2

x1

uP (x)dF(x)



such that

µ−1
P

∫ x2

x1
uP (x)dF(x) − µ−1

I

(∫ x1

0 +
∫ x3

x2
+
∫ X̂
x4

)
uP (x)dF(x) = 0 (λ)

F(x1) +F(x3)−F(x2) +F(X̂)−F(x4)−µI = 0 (ρ)

F(x2)−F(x1)−µP = 0 (σ ),

where λ is the Lagrange multiplier associated with the incentive constraint ICP I , and, therefore,

λ ≥ 0, and σ and ρ are Lagrange multipliers associated with the feasibility constraints. There is

one degree of freedom: 3 equations for four variables. We say that a “no disposal” case occurs

when x4 = X and x2 < x3, a “partial disposal” case occurs when x4 < X and x2 < x3, and a “full

disposal” case occurs when x4 < X and x2 = x3. In case of no disposal or full disposal, constraints

pin down the allocation uniquely. The first-order conditions are necessary and take the following

11



form:
FOCx1

: (1−α)uI (x1)−αuP (x1)−λ(µ−1
P +µ−1

I )uP (x1) + ρ − σ = 0

FOCx2
: −(1−α)uI (x2) +αuP (x2) +λ(µ−1

P +µ−1
I )uP (x2)− ρ+ σ = 0

FOCx3
: (1−α)uI (x3)−λµ−1

I uP (x3) + ρ


= 0 partial disposal

= 0 no disposal

≤ 0 full disposal

FOCx4
: − (1−α)uI (x4) +λµ−1

I uP (x4)− ρ


= 0 partial disposal

≥ 0 no disposal

= 0 full disposal.

The feasibility constraints allow us to express x2 as a function of x1, and x4 as a function of x3:

x2(x1) = F−1
(
µP +F(x1)

)
,
∂x2

∂x1
=
f (x1)
f (x2)

, x4(x3) = F−1
(
F(X̂)+F(x3)−µP −µI )

)
,
∂x4

∂x3
=
f (x3)
f (x4)

.

The first-order conditions with respect to x1 and x2 allow us to express the Lagrange multiplier λ

as a function of x1 and x2 and, therefore, as a function of x1:

λ(x1) =
(
µ−1
P +µ−1

I

)−1
·
[
(1−α) · uI (x1)−uI (x2(x1))

uP (x1)−uP (x2(x1))
−α

]
.

Since ρ is arbitrary, the first-order conditions with respect to x3 and x4 are equivalent to

h(x1,x3) ≡ (1−α)
(
uI (x3)−uI (x4(x3))

)
−λ(x1)·µ−1

I

(
uP (x3)−uP (x4(x3))

) 
= 0 partial disposal

≥ 0 no disposal

≤ 0 full disposal.

In the no disposal case, x4 = X̂, and x1,x2,x3 do not depend on X̂. In particular, x3 = F−1(µP +

µI ), x2 = x2(x1), and x1 is uniquely determined by

(µ−1
P +µ−1

I )
∫ x2(x1)

x1

uP (x)dF(x) − µ−1
I

∫ F−1(µP+µI )

0
uP (x)dF(x) = 0.

Consider the partial disposal case. By continuity of the allocation with respect to X̂, the dis-

posal remains partial in some neighborhood of X̂ as well. Denote by

φ(x1,x3; X̂) ≡ µ−1
P

∫ x2(x1)

x1

uP (x)dF(x) − µ−1
I

∫ x1

0
+
∫ x3

x2(x1)
+
∫ X̂

x4(x3;X̂)

uP (x)dF(x).

12



Since disposal is partial, x3 < x4. Thus, h(x1,x3) = 0 is equivalent to

h̃(x1,x3) ≡ (1−α) · uI (x3)−uI (x4(x3))
uP (x3)−uP (x4(x3))

−µ−1
I ·

(
µ−1
P +µ−1

I

)−1
·
[
(1−α) · uI (x1)−uI (x2(x1))

uP (x1)−uP (x2(x1))
−α

]
= 0.

Claim I1. The Jacobian of the system of equations h̃(x1,x3) = 0 and IC(x1,x3; X̂) = 0 with respect

to x1 and x3 is invertible. Moreover,
∂φ

∂x1
< 0,

∂φ

∂x3
< 0,

∂h̃
∂x1

> 0, and
∂h̃
∂x3

< 0.

Proof. By Lemma A2,
uI (x1)−uI (x2(x1))
uP (x1)−uP (x2(x1))

is strictly decreasing. Thus,
∂h̃
∂x1

> 0. Since
∂x4

∂x3
> 0 and

x4 > x3, we can apply Lemma A2 for variables x1 = x3 and x2 = x4 to show that
uI (x3)−uI (x4(x3))
uP (x3)−uP (x4(x3))

is strictly decreasing. Therefore,
∂h̃
∂x3

< 0. Next,

∂φ

∂x1
= − (µ−1

P +µ−1
I )f (x1) · (uP (x1)−uP (x2)) < 0 ,

∂φ

∂x3
= −µ−1

I f (x3) · (uP (x3)−uP (x4)) < 0

The determinant of the Jacobian matrix is
∂φ

∂x1
· ∂h̃
∂x3
−
∂φ

∂x3
· ∂h̃
∂x1

> 0, completing the proof. �

Since φ and h̃ are continuously differentiable functions of x1,x3, and X̂, by the Implicit Func-

tion Theorem, there exists a unique differentiable solution x1(X̂),x3(X̂) of the system φ(x1,x3; X̂) =

0 and h̃(x1,x3) = 0. Moreover,

∂φ

∂X̂
= µ−1

I f (X̂) · (uP (x4)−uP (X̂)) > 0.

Therefore,

∂x1

∂X̂
=

∂φ
∂x3

∂h̃
∂X̂
− ∂φ
∂X̂

∂h̃
∂x3

∂φ
∂x1

∂h̃
∂x3
− ∂φ
∂x3

∂h̃
∂x1

> 0.

Thus, x1 is a strictly increasing function of X̂ whenever the restricted second-best allocation ex-

hibits “partial disposal.”

In the full disposal case, x3 = x2(x1) and the IC constraint determines x1:

φ(x1,x2(x1); X̂) = µ−1
P

∫ F−1
(
µP+F(x1)

)
x1

uP (x)dF(x) − µ−1
I


∫ x1

0
+
∫ X̂

F−1
(
F(X̂)+F(x1)−µI

)uP (x)dF(x),

∂φ(x1,x2(x1); X̂)
∂x1

= −µ−1
P

(
uP (x1)−uP (x2)

)
· f (x1)−µ−1

I

(
uP (x1)−uP (X̂)

)
· f (x1) < 0.

Next,
∂φ

∂X̂
= µ−1

I f (X̂) · (uP (x4)−uP (X̂)) > 0.
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Hence,

∂x1

∂X̂
= −

∂φ
∂X̂
∂φ
∂x1

> 0.

Since x1 is a continuous function of X̂, we conclude that it is increasing and, moreover, it is

strictly increasing whenever there is some disposal.

We now connect the second-best allocation and the limit of the restricted second-best alloca-

tions with X̂ −→∞.

Claim I2. Let xSB1 ,xSB2 ,xSB3 , and βSB describe the second-best allocation following Proposition 3.

Let X̂n be an arbitrary sequence of parameters X̂ such that X̂n −→ ∞. Let xni = xi(X̂n), i = 1, ...,4

describe the corresponding sequence of the restricted second-best allocations following Proposi-

tion 8. Then, xni −→ xSBi for i = 1,2,3, and F(X̂n)−F(xn4) −→ βFB ·µI .

Proof. Denote by qn the restricted second-best allocation for parameter X̂n, and by qSB the second-

best allocation. By Proposition 3, we haveW (qn) ≤W (qSB) for all n. The sequenceW (qn) is weakly

increasing. Let W = lim
n→∞

W (qn).

For each X̂n, construct the allocation q′P = f | [x′1,x
′
2], q′I = f | [0,x′1] ∪ [x′2,x

′
3] ∪ [x′4, X̂] with

x′4 = F−1
(
F(X̂)−µIβSB

)
, x′3 = xSB3 , x′2 = F−1

(
F(x′1)+µP

)
, and x′1 the unique solution of VP (q′P ) = VP (q′I ).

Certainly, x′1 > x
SB
1 . Since uP (x) −→ 0 when x −→∞, we have VP

(
f | [0,xSB1 ]∪[xSB2 ,xSB3 ]∪[x′4, X̂

n]
)
−→

VP (qSBI ) = VP (qSBP ). It follows that x′i −→ xSBi for i = 1,2,3, and W (q′) −→ W (qSB). Since W (qn) ≥

W (q′(X̂n)), then W =W (qSB).

For each X̂n, construct the allocation q′′P = f | [xn1 ,x
n
2], q′′I = (1− βn) · f | [0,xn1]∪ [xn2 ,x

n
3] + βn · δ�,

where βn = µ−1
I ·

(
F(X̂n)−F(xn4)

)
. Since uP (x) −→ 0 when x −→∞, then

lim
n→∞

W (q′′(X̂n)) = lim
n→∞

W (qn) = W (qSB).

Let
(
x
nk
1 ,x

nk
2 ,x

nk
3 ,β

nk
)

be an arbitrary subsequence of
(
xn1 ,x

n
2 ,x

n
3 ,β

n
)
. Since xnki ∈ [0,X] for i = 1,2,3,

and βn ∈ [0,1], then there is a convergent subsubsequence
(
x
nkm
1 ,x

nkm
2 ,x

nkm
3 ,βnkm

)
−→ (x∗1,x

∗
2,x
∗
3,β
∗).

Let q∗ be the corresponding allocation: q∗P = f | [x∗1,x
∗
2], and q∗I = (1−β∗) · f | [0,x∗1]∪ [x∗2,x

∗
3] +β ·δ�.

ThenW (q∗) =W (qSB). Since the second-best allocation is unique, (x∗1,x
∗
2,x
∗
3,β
∗) = (xSB1 ,xSB2 ,xSB3 ,βSB).

Every subsequence of
(
xn1 ,x

n
2 ,x

n
3 ,β

n
)

contains a subsubsequence converging to the same point
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(xSB1 ,xSB2 ,xSB3 ,βSB). It follows that
(
xn1 ,x

n
2 ,x

n
3 ,β

n
)
−→ (xSB1 ,xSB2 ,xSB3 ,βSB), proving the claim. �

Towards a contradiction, assume that there exist arbitrary large X̂ such that the corresponding

restricted second-best allocation exhibits no disposal. By Claim I2, the second-best allocation does

not exhibit disposal, in contradiction. Therefore, for large enough X̂, the restricted second-best

allocation exhibits either partial or full disposal, in which case x1 is a strictly increasing func-

tion of X̂. We conclude that x1(X) < lim
X̂→∞

x1(X̂) = xSB1 . It follows that VP (qP (X)) > VP (qSB). Since

W (qSB) >W (q(X)), then VI (qSB) >WI (q(X)), completing the proof of the corollary. �
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